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Introduction
• Human Label Variation (HLV) is a valuable source of information that arises when

multiple human annotators provide different labels for valid reasons.

• In Natural Language Inference
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Introduction
Premise: Marriage is an important institution.
Hypothesis: Marriage is crucial to society.

Based on the context, we only 
know the attributes of marriage 
as an important institution, not 
whether it is important to society.

That something is an important 
institution can be interpreted as 
being important for society.

Entailment
Neutral
Contradiction

N
LI

A
nn

ot
at

or
s

A
nn

ot
at

io
n

Entailment

Neutral

......

......

A Few Experts Crowd workers

E     N     C

E0: That something is ...
N0: Based on the context ...
......

Model
How to use?

Train

[2,2,0]

[49,43,8]



5

Introduction
• Human Label Variation (HLV) is a valuable source of information that arises when

multiple human annotators provide different labels for valid reasons.

• In Natural Language Inference, approaches to capturing HLV involve either collecting
annotations from many crowd workers to human judgment distribution (HJD) or use
expert linguists to provide detailed explanations for their chosen labels. 

• Large Language Models (LLMs) are increasingly used as evaluators (''LLM judges'') 
but with mixed results, and few works aim to study HJDs.
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LLMs to Estimate HJDs
• Research Question: 

• 1. Can LLMs provided with a "small" number of detailed explanations better
approximate the human judgment distributions collected by a "big'' number of
annotators?         

• 2. Are the obtained model judgment distributions (MJDs) suitable as soft labels for fine-
tuning smaller models to predict distributions?
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LLMs to Estimate HJDs

Please carefully and fairly base your selection on the 
comments below to determine whether the following 
Statement is true (entailment), undetermined (neutral), or false 
(contradiction) given the Context below and select ONE of 
the listed options and start your answer with a single letter. 
Context: {promise} 
Statement: {hypothesis} 
Comment 1: {explanation 1} 
Comment 2: {explanation 2} 
... 
A. Entailment 
B. Neutral 
C. Contradiction. 
Answer:

{explanation 1}

{explanation 2}

{explanation 3}

{explanation 4}

{premise} 
{hypothesis} 
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LLMs to Estimate HJDs
• First-token Probability

• Bias Consideration
• ABC orders; explanation orders
• Serial / Parallel processing mode

• With/Without Explicit Label
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Experimental Setup
• Distribution Comparison

• MJDs vs. HJDs
• Kullback-Leibler Divergence (KL) 
• JensenShannon Distance (JSD)
• Total Variation Distance (TVD)

• Fine-tuning Comparison
• Soft-label fine-tuning on BERT/RoBERTa : MJDs vs HJDs

• Kullback-Leibler Divergence (KL) 
• Cross-Entropy Loss (CE Loss)
• Weighted F1 score
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Results & Discussion
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Conclusion
• Explanation works.
• FT Comparison cannot be predicted well by Dist. Comparison.
• Llama3 and Mixtral exhibit rather different clusters in visualization. However, further

zooming in on Llama3 MJD shows that Llama3 is slightly skewed towards the right side
(Contradiction), more in line with Chaos NLI,  which corroborates Llama's superior 
performance in FT Comparison.

• Distance Correlation proves Llama3 is globally better aligned with the HJD than Mixtral
and supports its better fine-tuning performances. 

• Instance-level metrics are better complemented by additional investigations on the
shape and smoothness of the resulting annotations using visualization and global
measures. 

• We encourage an uptake of explanation-informed datasets.
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