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Introduction

• Task: zero-shot cross-lingual named entity recognition(NER)

• Challenge: few annotated data are available for some
languages

• Method: the mixture of short-channel distillers (MSD).
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The Architechture of the MSD
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Datasets & Basic System

• Datasets 
• CoNLL-2002 : Spanish and Dutch; 
• CoNLL-2003 : English and German; 
• WikiAnn : English, Arabic, Hindi and Chinese; 
• mLOWNER : English,Korean, Farsi, and Turkish. 

• Basic System: the mBERT is used as the pre-trained 
language model with a Softmax classifier predicts the tag 
of each token. 
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Mixture of Distillers
Each layer of the pre-trained mBERT is appended with a classifier. For
the teacher, given a sentence x of length L with labels y from source
language data DS:

For the following knowledge distillation, a student model Θstu is
distilled based on the unlabeled target language data DT. Given a
sentence x’of length L from DT train, these could be described as:
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Parallel Domain Adaptation

Two MMD losses LM
MMD and LL

MMD are proposed to minimize the
cross-model and cross-language discrepancies respectively.

The soft labels and are obtained by applying the teacher
and student models to the source language data respectively.
Meantime, is obtained by applying the student model to the
unlabeled target language data.

These losses could be formulated as:
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Parallel Domain Adaptation

The training for the final student model contains two parts:
the mixture of distillers and the parallel domain adaptation.

11



Parallel Domain Adaptation
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Experiments
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Thank You !!
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Code at GitHub
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